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Abstract- Differentiated sewices ake a suitable solution to Quality of Serice
(Qo0S) provisioning in the Internet while the number of users keps gowing.
The solution is suitable, because it scales well with iremsing number of
network usersand it doesnot alter the curr ent Inter net paradigm much. In this
article, we review the state of the art in this “new” area, and compae some of
the main existing differentiated sewices architectures. \\e outline the common
solutions acioss these arhitectures, thus pa&ing the road to a unified
architecture. Lastly, we mention the issues that he not been thooughly
addressed gt.
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1. Introduction

The conceptof differentiatedservicess asold asthe Internet.Formerly, therewas
the basicneedto differentiatethe userdatafrom controland managemerninforma-
tion. The latter requireslessbandwidth but muchhigherreliability, thanthe former
[16]. A field in the headerof the InternetProtocol(IP) DataUnit wasdesignedor

thesepurposesthe Type-of-Servicdield. The octetdedicatedo this field indicates
the specific treatmentthat the paclet expectsto receve from the network. The
semantics of theype-of-Service field is as folls:

» 3 bits are dedicated to the indication of the pagkecedence (i.e., the impor-
tance or priority of the datagram)

* 3 bits define theype of Servicé (TOS) which corresponds to the Quality of
Service (QoS)xpected by the IP datagram: 1 bit is used to indicate the delay
constraintgsetto 0, this bit signifiesnormaldelay while thevalue1 denotedow
delay), 1 bit is used takpress throughput requirements (it is set to O for normal
throughputandl for highthroughput) andthelastbit is usedto indicatethelevel
of reliability (loss sensttity) required

» the remaining 2 bits are resed/for future use. Tlyemust be set to zero mean-
while.

2. The TOS is part of the ype-of-Service field. @ avoid confusion, we do not useyaacrorym for the
latter field wheneer we refer to it.




2.1 IntServ Services

2. Background: The IntServ Contribution

The specificationof the TOS field (the 3 bits indicating quality of servicerequire-
ments)wasrefinedby Almquist [3]; insteadof 3 bits, the TOSfield wasextendedto
4 bits which are usedto require minimization of the delay maximizationof the
throughput,maximizationof the reliability, minimization of the monetarycost, or
normal (best-dbrt) service.

We might have expectedthe IETF to usethe TOS whenlooking for a solutionfor
QoS.However, thefirst reflex wasto mimic the solutionadoptedor telecommunica-
tion networks, i.e., to createa lightweight versionof “virtual circuit”. This reflex is
exemplifiedby thework carriedout by the IntegratedServicesGroup(IntServ)atthe
InternetEngineeringTask Force (IETF). As explainedin Section2, this solution
requireskeepinga greatdeal of stateinformationbecausef its flow-basednature.
The IntServ solutionsthereforecould not scalewell asthe numberof userskeeps
growing. For thisreasonthelETF “revived” the TOSfield for anew purposeimple-
mentationof serviceswith differentprofiles. Packetsbelongingto differing service
profiles are handled didrently on their vaty through the netark.

In this article,we review the stateof the artin theareaof differentiatedservicesand
we identify the pendingissuesof relevance.In Section2, we give a comprehensie
backgroundbn QoSprovision in the Internet.This backgroundaysthe foundations
for abetterunderstandin@f the motivation behindthe conceptof differentiatedser-
vices:We will seethatsomeof theideasof thelntServgrouparere-usedwith differ-
entiatedservicesln Section3, we review someof therelevantdifferentiatedservices
architecturest play. We do not pretendto do an exhaustve review (in termsof all
existing architectures)but we presenthe mostimportanttrendsin the area.Con-
cluding remarks are ggn in Section 4.

2. Background: The IntServ Contribution

The IETF proposedmary yearsago, an architecturefor integratedservicesin the
Internet[4]. Much of the contentof this Sectionis taken from this referenceThe
architectureproposedby the IntServ group was basedon flow differentiation,in a
way that mimics QoS enforcement in the telecommunicationsonietw

In section2.1, we presenthe servicesconcernedvith theintegrationsoughtby the
IntServgroup.In section2.2, we presenthe IntServservicemodel.In section2.3,
we presenthelntServReferencémplementatiorFrameavork (RIF). An overview of
theresourceesenationprotocolrecommendeds presentedn section2.4, followed
by concluding remarks in section 2.5.

The IntServgroupidentifiedthreemain cateyoriesof serviceso be concernedvith
theintegration:the traditionalbest-efort servicesreal-timeservicesandcontrolled
link-sharing services.

Best-effort servicesarethosethatwe currentlyexperienceon the Internet. They are
characterizedby the absenceof ary QoS specificationat all. The network delivers
the quality thatit actually can.Examplesof best-efort servicesare elasticapplica-
tions,which toleratethe datanot to arrive ontime andwait for it. Severalkategories
of elasticapplicationamaybe distinguishede.g.,interactiveburst(Telnet,X, NFS),
interactive bulk transfer(FTP), and asynchronousulk transfer (electronic mail,
FAX).

A Survey of Differentiated Services Proposals for the Internet



2.2 The IntServ Model

2. Background: The IntServ Contribution

Real-time servicesaretime-critical serviceghat have very stringentrequirementsn
termsof end-to-enddelay probability of loss and bandwidth.They might require
from the network a guaranteed service - with a perfectlyreliableupperboundonthe
delay - or a predictive service - with a fairly reliable delay bound.To meetthe
requirementf real-timeapplicationsthe network needsa characterizatiorof the
traffic that will be generatedver the time period of the communicationsession.
This characterizatioomay be easyfor retrieval servicessuchasvideo-on-demand,
whosetraffic canbe easilycontrolled;statisticsabouta movie canindeedbe easily
computed On the otherhand,for “live” or interactiveservicegsuchas multiparty
interactive gamesor even videoconferences)haracterizingthe traffic from the
source has proved to be a difficult task.

Controlled link-sharing is a servicethat might be requestedy network operators
whentheywish to sharea specificlink amonga numberof traffic classesa traffic

classrelatingto a groupof users a protocolfamily, andsoforth. Network operators
may set somesharingpolicies on the link utilization amongthesetraffic classes.
Specifically, somepercentagef bandwidthmay be assignedo eachtraffic class.
Controlledlink-sharingmayalsobeneededvhenalink is sharecamongmanycom-

panieswhich wantto ensurethat eachof themis gettinga minimum service.The

link-sharing service is thoroughly addressed in [13].

We presentnextthe IntServmodel,which is madeup of the requirementghat the
networkmustfulfill in orderto supporteffectively the servicesconcernedvith the
integration sought by the IntServ group.

A servicemodelis definedas“a setof servicecommitments”[4], meaningthat it
shouldexhibit the commitments that the network must fulfill in orderto supportinte-
gratedservices.The commitmentddentified in [4] canbe classifed into threecate-
gories:QoScommitmentsresource-sharingopmmitmentsandresourcaesenation
commitments.

QoS Commitments. The QoScommitmentsonsideredarethe boundson the max-
imum and minimum delays.

The IntServ groupfocusedon two categorieof commitmentsguaranteedervice
[24] and controlled-loadservice[27]. The guaranteed service providesthe users
(applications)with anassurecamountof bandwidth.firm end-to-enddelaybounds,
andno queuinglossfor flows thatconformto the parametersegotiatecat the con-
nectionsetup.Theseparametersre classifiedinto traffic descriptordTspec) and
reservatiorcharacteristic§Rspec) [25][26]. The Tspec parameterare:the peak

rateof the flow, the bucketdepth(policing is doneusinga tokenbucket) which is
negotiatedso asto correspondo the flow burst,the tokenbucketrate (averageaate
of tokengeneration)the minimum policed unit, and the maximumdatagransize.
The Rspec parameterare:the bandwidth(amountof informationto be processed
within a unit of time), andthe slackterm. Thelatterrepresentshe amountby which
theend-to-endlelayboundwill bebelowtheend-to-endielayrequiredby theappli-
cation.

The controlled-load service doesnot providethe networkuserswith anyfirm quan-
titative guaranteedt simply assureshatthe userswill geta servicethatis asclose
aspossibleto theonereceivedby a best-effortflow in alightly loadednetwork.This

1. Token hucket is explained in section 3.3.
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2.3 The Reference
Implementation Framework
(RIF)

2. Background: The IntServ Contribution

assurancds granted, provided the flow conformsto the traffic characteristics
(Tspec) negotiatedat sessiorsetup.Examplesof applicationsthat canaccommo-
datethe controlled-loadserviceareadaptivereal-timeservices Predictivereal-time
applications may also request the controlled-load service.

Resource-sharing Commitments.The resource-sharingommitmentsare enabled
for themanagementf the networkby the collectiveentities(e.g.,corporatecompa-
nies)that operatet. Hence thesecommitmentsoncernthe collective policiesthat
affect all the flows transportedby the network. They fall into three categories:

multi-entity link-sharing(sharingamongcompaniesagenciesandthe like), multi-

protocollink-sharing(sharingamongprotocolfamiliesin orderto preventonefam-
ily from starvingtheresource$rom the otherfamilies),andmulti-servicelink-shar-
ing (sharingamongservicessuchasreal-timeandbest-effortservices) The IntServ
resource-sharingervicewas influencedby the valuableexperimentson multiple
sharing scenarios conducted by Flaydl. [13].

Resource Resevation Commitments. Theresourceaeservatiorcommitmenton-
cerntheefficientuseof the networkresourcedn away thatavoidsresourcevastage.
The reservation model must commit:

* to run properly in a multicast environment without resource wastage. When it
comes to sparing the network resources, multicast must not be considered as a
simpleextensiorof unicast Appropriatemulticastmechanismshatsavethe net-
work resources must be designed

« to accommodate heterogeneous service needs; for instance, the branches of the
multicast tree may deliver different QoS levels

* tobedesignediroundtheelementanactionof adding/removingnedge(sender
or receiver) from the on-going sessions, without affecting the QoS being deliv-
ered to the other parties

» to be robust and scale well to large multicast groups, just like MBone [19] oper-
ates, unfortunately without resource reservation

» to provide for resource reservation in advance, as well as resource preemption.

To implementthe commitmentsoutlined above,four componentsare proposedoy
Bradenet al. [4]: the packetschedulerthe admissioncontrol routine,the classifier,
andthereservatiorsetupprotocol. The ReferencémplementatiorFrameworkRIF)
that embeds these components is presented in the next section.

We presenthe four componentsn the RIF anddescribethe latter’simplementation
for a router

Packet Scheduler The packetschedulemanagesheforwardingof differentpacket
streamausinga setof queuesandperhapsothermechanismsuchastimers.There-
fore, packetschedulingnustbeimplementedat the point wherepacketsarequeued.
This pointtypically corresponds$o thelink layer. The packetschedulecanembeda
traffic estimator and policing functions.

Packet Classifier The packetclassifieroperatesupstreamof the packetscheduler
andmapseachincomingpacketinto someclass,in suchaway thatall packetsn the
sameclassgetthe sametreatmentfrom the packetschedulerA classis an“abstrac-
tion thatmaybelocalto a particularrouter;the samepacketmaybe classifieddiffer-
ently by different routersalongthe path” [4]. Two approachesre possiblefor the
classifierif thelatteris intendedto supportQoSprovisioning:(1) to abandorthe IP
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2. Background: The IntServ Contribution

datagrammodelin favorof avirtual circuit model,or (2) to beallowedto look atmore
fieldsin the IP packet,suchasthe sourceaddressthe protocolnumberandthe port.
The IntServgrouprecommendshe secondapproachwhich basicallydoesnot alter
the existing IP scheme much.

Admission Control Routine. The admissioncontrol routine implementsthe deci-
sion algorithmthat a router or host usesto determinewhethera new flow canbe
grantedherequested)oSwithoutimpactingearlierguaranteesTheadmissiorcon-
trol routinetakesresponsibilityfor enforcingthe reservatiorpoliciessetby the net-
work administrator As such,the admissioncontrol routine mustbe consistentwith

the servicemodelif the networkis expectedo behaveasdesired.If the admission
controlroutinecontradictghe servicemodel,thentheapplicationsvould neverhave
their requirementssatisfied. An admissioncontrol routine for the controlled-load
service is proposed by Janshal. [17].

Resewation Setup Potocol. An adequateeservatiorprotocolfacesafourfold trial
mainly related to routing:

« to find a route that supports resource restgou

 to find a route that has $igfent unresered resources for a weflow
« to adapt to routeaflure

« to adapt to a route change withoaildre.

The ResourceReSerVatiorProtocol(RSVP) [4,5,25,26,28wasrecommendedby
the IntServ group. It is presented in section 2.4.

Implementation of the RIF for a Router. The instantiationof the RIF for a router
isillustratedin Fig. 1. Theroutingagentis in chargeof computingtheroutingtables
heldin therouting databasendusedfurther on by the packetscheduleto mapthe
incomingdatagramso their correspondingutputport. The reservatiorsetupagent
dealswith settingasidethe resourcemecessaryor guaranteeinghe QoSrequested
for thenewflow. Thisresourceallocationis performedonly if theadmissiorcontrol
functionreturnssuccessfullylf so,the reservatiorsetupagentconfiguresappropri-
atefields in thetraffic controldatabasesothatthe requirement®f the newflow get
fulfilled asthe packetsarrive. The managemenagentservesto managethe router.
Underneathihe controlandmanagemenyer, thereis a mediatransferayerwhich
deals with packet processing and forwarding.

Routing Reservation Management
Agent Setup Agent Agent

l l Admission I

* * Control +

Routing Database Traffic Control Database

(T —
——>| Classit e L T
Classifier Scheduler A
(T T
Input Driver Internet Forwarder Output Driver

FIG. 1. Implementation of the RIF for a router.
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2. Background: The IntServ Contribution

The resenation protocolrecommendedby the RIF (i.e., RSVP)is presentedn the

next section.
2.4 The Resource Description. The design goals of RSVP are [28]:
ReSerVation Protocol d h .
(RSVP) » to accomodate heterogeneous ress

« to adapt to changing multicast group membership

< to exploit the resource needs offdifent applications in order tofiefiently use
the netvork

« to allow recevers to switch channels (select specific senders)
< to adapt to changes in the underlying unicast and multicast routes

« to controlprotocoloverheadsothatit doesnotgrow linearly (or worse)with the
number of participants

< to male the design modular in order to support heterogeneous underlying net-
work technologies.

Theuseof RSVPis illustratedin Fig. 2 [25]. SendelS1producesstreamsvhich are
consumedy thereceversRCV1-RCV3.To make its serviceavailableto potential
recipients S1mustsendthe descriptiorof its flow to theroutersonthe multicasttree
whichis understoodo be setup by othermeangRSVPis not a routing protocol!).
This flow descriptionis sentin a messagealledPat h, which carriesthe following
information:

< Phop: the address of the piieus RSVP-capable node that famas thisPat h
message

« theSender Tenpl at e: afilter specificatioridentifyingthe sendein termsof
the latters IP address and, optionalfiow sending port

- theSender Tspec: the trafic characteristics of the flogenerated by the
sender

* an optionalAdspec: adwertisement generated by the sendedated at each
hop along the communication path, and possibly used by theees® deter-
mine the lgel of reseration that suits better their needs. Ruspec provides
Default GeneraParameterge.g.,the minimumend-to-endgathlateng, thepath
bandwidth, the infgrated services hop count, and the gathaximum transmis-
sionunit), andthe descriptionof the type of network commitmentavailable(cur-
rently either guaranteed service [24] or controlled-load service [Rd$pec
may be used to force all the ragais in a multicast session to choose the same
service. ler the time being, RSVP does not allcecevers of the same floto
select difering netvork services.

Upstream  poqy Downstream

Resvear - RCV1
PathErr —

si=s [ rl =0 TR =R =1 Row
Path
PathTear \\\&
ResvErr -

Rn| Router  ResvConf R4 RCV3

FIG. 2. Description of the use of RSVP messages [25].
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2. Background: The IntServ Contribution

Pat h messageareinterceptecandchecled by eachrouteron the distribution tree.
Wheneeranerroris detectedtherouterdropsthe messagandnotifiesthe eventto
the senderthrougha Pat hEr r messagelf the Pat h messages valid, thenthe
router proceeds as folls:

e it updates the path state entry for the sender identified (Setheéer Tem
pl at e; a nev entry is created if none has already been allocated to this sender

« it sets a cleanup timer to the cleanup timeout ialethie cleanup timer is man-
agedfor eachindividual pathstateentry;its expirationtriggersthedeletionof the
entry Therefore, th®at h message has to be sent periodically as long as the
path is ale, in order to refresh the path state

« it generateaPat h messagevith respecto thenew stateentry, andforwardsthe
message denstream to the routers in the distrilon tree.

RSVPallows the sendetto expeditethe procesof pathteardown usingthe Pat h-
Tear messageHence,a pathcanbetorn down independentlyf the cleanuptime-
out. Pat hTear messagesre generatedvheneer a pathis deletedin order to
inform the other routers on the distriton tree.

Therestof the messages Fig. 2 concernresourcaesenation by therecevvers.As
indicatedearlier thePat h messagenay carryanAdspec which providesinforma-
tion that canbe usedby thereceversto calculatethe amountof resourceshat they
needin orderto receve theflow. Therecever sendsa Resv messagé¢o openases-
sion with the sendefhis message carries:

< an indication of the reseation style (see belg

« afilter specificationFi | t er spec, whichidentifiesthesenderijts formatis the
same as that of tHeender Tenpl ate

» aflow specificationFl owspec, composed of the res@tion characteristics
Rspec and the trdfc specificatiorilspec; the latter is usually set to the
Sender Tspec, except for the maximum policed unit which is updated
according to thealue of the patls’'maximum transmission unit as supplied by
theAdspec

< an optional confirm objecResvConf , supplied by the recgér to require the
confirmation of the end-to-end resource resgon across the netsk, in case
the reseration succeeds.

Uponreceiptof theResv messageherouterinterfacepassesheFl owspec tothe

traffic control module!, which appliesboth admissioncontrol and policy controlin
orderto decidewhetherthe new flow canbeacceptedlf therequesis unsuccessful,
thentheroutermustsendaResvEr r messagelonnstreamOtherwisetheresena-
tion stateis setup accordingto the effective Fl owspec andFi | t er spec. These
two specificationsare affectedby the reservation style selectedor the communica-
tion session.The resenation styleshelp save the routerresourcedy meiging the
processingf the datastreamdo be sentto receverssharingthe samecommunica-
tion session. Three resation styles are currentlyailable with RSVP:

1. Thetraffic controlmoduleis composedf the packetschedulerthe classifier,the admissioncontrol
routine, and a policy database.
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2.5 Conclusion

2. Background: The IntServ Contribution

* The Fixed Filter (FF) style, which is characterized by a distinct resiervfor
each sendeand aplicit sender selection by the reeei In this situation, the
effective Fl owspec, atary givenrouterinterface,is themaximumof all FFres-
enation requests reaesid about the sender of interest. MarepeachFi | -

t er spec must correspond to one and only one sender

* The Wildcard Filter (WF) style, which is characterized by a shared raenv

among the senders and wildcard sender selection. No specific sender is selected

by the recaier (noFi | t er spec! ), and all the senders share Bieowspec
specifiecby therecever. Theeffective Fl owspec, atary givenrouterinterface,
is the maximum of all WF reseation requests reasid.

* The Shared Explicit (SE) style, which is characterized by shared adearv
among senderscplicitly selected by the reogdr. With this style, the receer
requests a singlel owspec for a number of sendergg@icitly specified in the
Filterspec.

The recerers may tear den their reserations by issuing thBesvTear message.

WeaknessedRSVP has some weaknesseshat considerablyundermineits wide
deployment. Here is a highlight listahered from [15,21]:

« drawbacks of soft-state resations, i.e., reseations with periodic refresh-
ments: the whole paradigm is intolerantaalfs (i.e., loss of refresh messages
may entailthe disruptionof the session)bandwidthis wastedn carryingrefresh
messages. Morger, the signaling messages and the data maywaliferent
paths, since the routing protocol is independent of R&Wikay well happen
that, between tarefresh messages, the shortest route betweepdints has
changedSinceresourceesenationbetweerthesepointshasbeenmadealonga
different path, the me refresh messages will follothe nev shortest path. This
situation renders RSVP unable twal's guarantee good netik performance
even if no error occurs and the resaion previously succeeded

« exponential gravth of the resemtion state table. Each roytatong the paths
betweerthe sendermndtherecevers,maintainshe stateof eachandevery flow.

This poses scalability issues; RSVP is not able to cope with a higher and higher

number of simultaneous users

¢ reluctance of Internet Service Riers (ISP) to assure QoS across their
domains. There is no coordination among thenmasdt an ISPI will not
implement RSVP if all the other ISPs do n@nwto do so, since resource reser-
vation is a vaste of capacity if it is not coordinated all thaywetween the
sender and the rever.

The IntServarchitecturas oneof thefirst elaborateattemptgo provide the Internet
with a paradigmthat considersthe requirementsof real-time services.The main

strengthof this architecturelies in its comprehensi, systematic,and studious
approachthe servicesof interestarefirst identified,the commitmentgequiredfrom

the network in orderto supportthemarederived,andthena referencemplementa-
tion framawork is proposedCommitmentsrom the network that have beenunam-
biguouslyidentifiedsofar aretheguaranteederviceandthe controlled-loadservice.

The resourceresenation protocol, RSVR proposedby the IntServ group however
presenta numberof weaknessethatbring somecompleity in its implementation.
Several alternatves have beenproposedn the last few years,mary of which fall
underthe umbrellaof differentiatedserviceqpresentechext). Thereis onescheme,
however, thatis someha in theline of RSVP(bothschemesisethe notionof flow).
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3. Differentiated Ser vices Ar chitectures: A State of the Ar t

It is a proposalby Pan and Schulzrinne[21], who suggesta resenation protocol
basedon the Real-timeTransportProtocol(RTP) [23]. The proposalis called YES-
SIR (YEt anotherSenderSessioninternetReseration). The motivation behindit,
camefrom the notice that most of the applicationsthat needresourceresenation
todayuseRTP. It thenbecomesdnterestingto provide the network with resourcees-
enation mechanismghat are basedon this protocol. One important difference
betweenYESSIRandRSVPIis thatthe formeris sendeforientedwhile the latteris
(fundamentallyyecever-oriented PanandSchulzrinnearguethat,for mostservices,
the recever will just acceptthe full quality provided by the sender so having a
recever-oriented protocol mads less sense.

3. Differentiated Services Ahnitectules: A State of the Art

In orderto getroundtheweaknessesf the solutionsproposedy the IntServgroup,
a new group, called DifferentiatedServices(DiffServ) group, suggestednvestigat-
ing anotherdirection:insteadof maintainingthe stateof eachandevery flow, why

notlook atdiscriminatingthe padetsaccordingo their precedencePhisidealedto

the conceptbof differentiatedserviceswvhich alsohasthe adwvantageof being“easily”

implementablesvenin existing networks. The IntServarchitecturecanbe regarded
asadifferentiatedservicesarchitectureouilt aroundthe concepiof flow asexplained
in Section2. Neverthelessthe conceptof differentiatedserviceamostlyrefersto the
paclet-based scheme.

In this Sectionwe presentachronologicakeview of the stateof theartin thefield of
differentiatedservicesAlthoughnon-exhaustve, this review gatherghe maintrends
in the area.In sections3.1 through 3.6, we describethesemain trendswhich are
headed by:

» the Service Allocation Profile Scheme (SAPS) [10] (section 3.1)

» the QoS Services of the Cisco InternetivOperating System (I0OS) Sofiwe
[7] (section 3.2)

« the wo-bit Differentiated Services Architecture (TDSA) [20] (section 3.3)
» the Scalable resource Ress#ign Protocol (SRP) [1,2] (section 3.4)
« the Simple Diferential Services Model (SDSM) [12] (section 3.5)

» the Prwider Architecture for Diierentiated Services andaffic Engineering
(PASTE) [18] (section 3.6).

In section3.7, we presentan attemptto unify the existing differentiatedservices
architectures. Finallywe compare the architectures with one another (section 3.8).

3.1 The Service Allocation Clark andWroclawski suggestan approachhataimsat allocatingthe bandwidthto

Profile Sc heme (SAPS) theusersin a controlledmannerduring periodsof congestiorj10]. Their proposals
calledthe ServiceAllocation Profile SchemgSAPS).Thecoreideais to monitorthe
traffic generatedy eachuser andtag pacletsasbeing“in” or “out” of the service
profile,i.e.,theagreed-upomwuality obtainedby the customerfrom aprovider. In the
occurrenceof congestionthe routerspreferentiallydrop the traffic taggedas“out”
of profile. “In” and“out” paclets sharethe samequeue,so nothing fundamental
changedrom the currentsituation.By not separatingraffic into differentflows or
queuesthe SAPSmodelbecome®asietto implementhan,say RSVPR The network
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3. Differentiated Services Architectures: A State of the Art

commitsto deliver anassuredserviceto the“in” paclets,providedthey conformto
the service profile rgotiated.

The SAPS ar chitecture. We summarizehe SAPSmodelin Fig. 3. A policy meter
locatedat eachtraffic sourcejmplementghetaggingrulesspecifiedby theuserand
shapeghe traffic accordingto the bandwidthnegotiatedin advancefrom the next
ISPin the communicatiorpath.It determineghe pacletswhosein-profile bit hasto
beset.At theoppositesideof thelink, acheckingmeterinspectgheincomingtraffic
andmarkspacletsas“out” of profileif this traffic exceedghe negotiatedprofile. In
Fig. 3, it might happenthat the aggreate traffic at the ISP domainl exceedsthe
bandwidthnegotiatedbetweenthis domainand the ISP domain2. Then, a policy
meteris neededn ISPdomainl, to shapehetraffic thathasto crossDomain2. The
two kinds of meter arexamples of profile meters, broadly discussed in [9].

Policy Checking |Policy Checking |Policy I\Cﬂhfc"ing
Meter Meter Meter Meter Meter eter
Source ISP Domain 1 ISP Domain 2 Sink

FIG. 3. Simpleillustration of the SAPS ar chitecture.

Clark andWroclawski suggesthe useof a singlequeuefor both“in” and“out” traf-
fic, insteadof employing priority queuesvhich mayhave thedravbackof separating
pacletsbelongingto the same*flow” (e.g.,whenthe same“flow” is composedf a
basdayerandanenhancemenayerwhich aretransportedvith differentpriorities).
Theresultis out-of-orderarrival of thesepacletsattheir destinationSuchanimped-
iment can be avoided when only one queueis used.In this situation, preferential
paclet treatmentcanonly be achieved by usingan appropriatedroppingschemen
caseof congestionClark and Wroclawski suggesthe useof a variantof the Ran-
dom Early Detection(RED) [14] which randomlydropspacletsto control conges-
tion. The variant suggestedis called RED with In and Out (RIO). RED is
characterizedby two thresholdsanda drop probability distribution. Whenthe queue
sizeis below thelower thresholdno pacletis dropped Whenthis sizeis in between
thetwo thresholdspacletsaredroppedrandomlyaccordingo a defineddropproba-
bility profile. Beyond the upperthreshold,ary incoming paclet is dropped.The
mechanisnproposedvith the SAPS(i.e., RIO) differentiatesamongthe pacletsto
be dropped.Hence,if absoluteneedbe, the droppingof “in” pacletsis doneasa
function of the numberof suchpacletsin the queue(the thresholdslependonly on
the numberof “in” pacletsin the queue).On the other hand,“out” paclets are
dropped on the basis of theevall queue size.

Clark and Wroclawski proposeusing one bit of the IP precedencdield to indicate
the paclet’s service. This bit is called the In Profile Indicator (IPI). Setto 1, it
denotesan“in” paclet. However, Clark and Wroclawski do not specifywhich spe-
cific bit to use.

10

A Survey of Differentiated Services Proposals for the Internet



3.2 The Cisco 10S™
Software QoS Services

3. Differentiated Services Architectures: A State of the Art

In conjunctionwith the indicationgiven by this bit, Clark and Wroclawski suggest
the useof the TOS field to discriminateamongdifferentlevels of assurancéi.e.,
guaranteed service or statistical service).

Remarks and pending issue<lark andWroclawski posedthe problemof provid-
ing differentiatedservicesin a clear understandabland pertinentway. They have
not, havever, addressed a number of important issues yet, most notably:

« the design of the poljcmeter i.e, the vay that the trdic policies should be
implemented: hw does the meter kmowhich paclets to mark “in” or “out”?
Clark and Wroclevski proposed te alternaties: either (1) the user defines a
level of quality which is coded within each patkising the IPI (lot, hav does
the user kne the level of quality he desires?), or (2) a management application
runs in the background and reports to the edges of therkeivihat the current
level of congestion is; the edges could then modify the user service profile
accordingly

« the design of an appropriate admission control routine: this will depend on the
taget services concerned with thefei&ntiation

« interdomainmanagementf two adjacentiomainscrossedy aflow implement
differentcongestiormanagemerpolicies(e.g.,RED andRIO), thenthelevel of
assurance requested by the user magmget fulfilled; such a situation is not
considered by Clark and Wrowlaki

« asignaling support to be used fogogating, maintaining, and controlling the
user communication session. Clark and Wnaslkd suggest the use of a lighter
weight RSVPwhich consists in making the resation decision only at the net-
work edges; the routers in the netlw backbone wuld simply forvard the mes-
sage without making gresenation decision. This implies using RSVP on
explicit routespreviously setup by the network managerandreduceghe stateto
be stored in the backbone routers

» the setting of the RIO parameters
e chaging.

In 1997, Cisco introducedadwvancedQoS servicesinto its IOS Software suite [7].
This was a resultof the consideratiorof new critical network requirementsessen-
tially dueto the massive increasesn demandfor Internetbandwidth,performance
andflexibility . We presentheserequirementdelon. Then,we reporton their fulfill-
mentby the CiscolOS Softwareboth in the network backboneand at the network
edges.

Critical Network Requirements.The major key technological and business
requirementshatCiscoconsiderdor the designof the QoSenhancemertb its rout-
ers are:

* Servicesscalability: an increasing number of services will be furnished by serv-
ice providersusingnetwork capabilities To thisend,thenetwork shouldembeda
comprehensi set of features to be used by the serviceigheos to implement
their avn resource allocation policies

« Intelligent Congestion Control: the netverk must actiely seek to anticipate con-
gestion, receer gracefully from congestion situations, and distinguish between
temporanytraffic burstsandlongtermtraffic overloadconditions.In the eventof
congestion, higher priority trfid must receie preferential treatment

* Investment protection: network providers should not be required to change their
infrastructure fundamentally beforemservices could actually be introduced

A SQurvey of Differentiated Services Proposals for the Internet 11
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« Traffic classificationand prioritization: the network mustsortoutandmappack-
ets into trafic classes or serviceMels for appropriate handling

« Granular, lightweightmetering thenetwork mustmake availablehighly detailed
andaccurateneasurement®r billing/accountingaswell asfurthermanagement
and planning purposes

e Policy and service flability: service proiders must be enabled to specify
resourceallocationpoliciesatfine-grainedevels,e.g.,policiesmight be defined
at the plysical port, address and applicationde

Thesecritical requirementded to mary designoptionsimplementecht the network
edges and within the backbonee WWesent these options belo

Design at the Netwrk Edge. We can summarizethe influenceof the abore-men-
tionedrequirement®n the designof the network edgeasfollows: the servicepro-
vider must be able:

« to specify the policies that define the fiatlasses and servicevds, as well as
the resource allocation and control schemes to apply to each clagsl or le

« to map packts to the trdic classes or servicevels

» tocollectdetailedmeasurementsbouttheresourcesonsumedy thetraffic and
the netvark services imoked.

To fulfill theserequirementsthe CiscolOS QoSServicesequippedhe servicepro-
vider with:

« theuseof thelP precedencéeld to specifythe provider'straffic classequpto 6
classes)

» Extended Access Control ListsCAs) to define netark policies in terms of
congestion handling and bandwidth allocation for each class

« the Committed Access Rate (CAR) to implement bandwidth commitments and
guarante¢hattraffic sourcesinddestinationsulfill theircontract CAR is partof
the Extended BLs and may be used to specify policies to apply in case of
excess to the allocated bandwidth. CAR thresholds may be applied per access
port, IP address or application. It usesetokucket filters to measure the tfiaf
loadandforcethe sourcego complywith theallocatedbandwidth It allows ses-
eral catgories of service: (1) the firm CAR pofioption is chosen taxpress
that paclts in &cess to the allocated bandwidth must be discarded, (2) com-
binedwith the Premiumoption,the CAR featureindicateghe“recoloring” of the
exceedingraffic with eitherhigheror lower precedencéevels, (3) usedwith the
Best-efort option, CAR “recolors” theexceedingraffic up to theburstthreshold
after which ag excess is simply dropped, and (4) the-Bpplication CAR spec-
ifies different policies for dferent applications

» theNetFlov packageo provide a satisfyinglevel of controlandmanagemenin

each flmvl; for each flav established, NetRw instantiates a task that simultane-
ously performs the processing aites, switches pa@ks and collects data on a
connection-orienteasis.Thedatacollectedincludesthe sourceanddestination

1. Eventhoughthe Ciscosolutionimplementdifferentiatedservicesyve canstill talk aboutflowsin the
network edges, since the state of the connection requested by the eqgrastke edges, while the
state is recorded on a géerk (between ISP domains) basis in the ra@tw The concept of diérenti-
ated services essentially means that the notion ofichdil end-user flo does not st in the net-
work.
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IP address, start and end offlimestamps, paet and byte counts, xiehop
router address, input and outpuyspital port interéices, source and destination
TCP/UDP port numbers, angde-of-Service field.

Design of the BackboneThe backbonecarriesdatafrom one edgeto another In
orderto fulfill the critical network requirement®utlinedabove, the backbonanust
offer ultra-highthroughputcapacity andreliability, aswell aspolicy administration
and enforcementmechanismsTwo such mechanismsre considered:congestion
management andqueuing.

Two schemesreofferedto manage congestion: RED andWeightedRED (WRED).
Thelatteris a variantof the RED, taking into accountthe servicelevel requestedy
eachindividual paclet. As mentionedearlier RED usestwo thresholdsanda drop
probability distribution for all pacletsin transiton the backboneThe originality of
the WRED lies in the definition of theseparameterdor eachservicelevel. Thus,
pacletswith higherpriority may have a droppingprofile differentfrom thatof lower
priority paclets.

The queuing mechanismadoptedby the Cisco solutionis WeightedFair Queuing
(WFQ) basedon the Classof Service(CoS)requiredby the paclets. WFQ divides
thelink traffic into high priority andlow priority flows basednainly ontheinforma-
tion carriedby the IP precedencdield andthe traffic volume.High priority flows
receve immediatetreatmentwhile low priority pacletsareinterleaved andreceve
proportionate shares of the remaining bandwidth.

An overall picture of the Cisco solution is depicted in Big.

Edge Functionality

- Policy definition ACL, CAR)

- Policy application

- Packet classification and reliability
- Packet filtering - Policy administration
- Bandwidth allocation and enforcement:
and control CAR) Congestion managememED, WRED),
- Data collection Queuing WFQ), Resource allocation
and eport (NetFlow) policies management
- Queuing

Backbone Functionality
- High throughput, capacity

Backbone Edge

FIG. 4. Cisco’s Architecture for Differ entiated Sewices.

Remarks and Rending issuesThe CiscolOS Software QoS Servicesoffer a wide
rangeof mechanismgo deal with QoS enforcementin an “Intelligent Internet”.
While the mechanismsleployed within the backboneare basedon perpaclet ser-
vice differentiation,the edgesmay useRSVPto performQoSnegotiationandcon-
trol. This givesthe heterogeneougicturethatis likely to characterizehe future of
the Internet.Moreover, the rangeof optionsprovided with the CAR featuremay be
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usedto offer a betterchoiceof network commitmentghanis currentlyconsideredy
most diferentiated services architectures.

The WFQ schemeusedwithin the backbonemplies that paclets of the sameflow
mustbe of the sameservicelevel; otherwise pacletswould arrive out of sequencat
their destinationNeverthelessthe WFQ scheme=nableghediscriminationof pack-
ets on the basis of their sengtly to the delay

3.3 The Two-bit Nicholset al. proposea Two-bit DifferentiatedServicesArchitecture(TDSA) which
Differentiated Services currently incorporatesthree services:Premium, Assured,and Best-efort service
Architecture (TDSA) [20]. The Premiumserviceis provisionedaccordingto its peakcapacityprofile. It

denotegacletsthatareenqueuedn a higherpriority queuethanthe ordinarybest-
effort traffic. The Assuredservicefollows “expectedcapacity” profiles which are
statistically provisioned[9]; this serviceis the one consideredby Clark and Wro-
clawski in [10]. It denotespaclets that are treatedpreferentiallyaccordingto the
droppingprobability appliedto the best-efort queue.The assurancef the service
comesfrom the expectationthat the traffic is unlikely to be droppedaslong asit
stays within the rgotiated capacity profile. The dropping scheme adopted is RIO.

The TDSA is anenhancemeniwith anadditionalmechanism}o the work doneby

Clark and Wroclawski in their SAPSarchitecture(section3.1). Below, we present
theway servicedifferentiation traffic markingandshapingandprofile meteringare
achieved within the TDSA design.Then,we presenthis architectures basicfunc-

tions (or primitives).Interdomainbandwidthallocationis treatednext. Finally, we

provide some remarks and point out some pending issues.

Sewvice Differentiation. Nichols et al. proposeusingtwo bits of the IP precedence
field to indicatethe paclet priority (or servicelevel). Onebit, the A-bit, mapsto the
Assuredservice,while the secondthe P-bit identifiesthe Premiumservice.These
bits are calledservice bits.

Traffic marking and shaping. Thetraffic is marked (asof A or P type) andshaped
usingatokenbucket mechanismTokensaregeneratedt a ratethatmapssomehav
to the paclet rate negotiated. The token depth correspondgo the burst parameter
negotiated.lt is setto 1 or 2 (tokens)for the Premiumservice which is expectedto
conform to the peak bandwidth allocated withowt or with very little) kurst.

Upon receiptof a paclet, the marker checkswhetherthereis enoughtokenin the
bucket. If so,thenthe paclet’s eitherA- or P-bitis setto 1. Otherwisethe pacletis
not markedin the caseof the Assuredservice.The marler that dealswith the Pre-
mium servicewaits for atokento be emitted. Thereafterthe pacletsareforwarded
to an output queue.

Profile Metering. The profile meter(actuallya checkingmeter Fig. 3) suggestedtyy
Nicholset al. is basedon thetokenbucket schemeasin the markingprocessWhen
a paclet arrivesat therouter its IP precedencéield is checled. If the P- (resp.A-)
bit is set,thenthe profile metercheckswhethera suficient tokenis available.If so,
thenthe paclet is passedo the forwarding engine.Otherwise,it is droppedin the
caseof the Premiumservice,andunmarled (its A-bit is cleared)in the caseof the
Assuredservice.In the latter situation, the paclet is consideredas a best-efort
paclet.

Forwarding path primiti ves.In the light of the descriptionabore, Nichols et al.
identified the folleving forwarding path primities:
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e Ceneral dassifier. Leaforfirst-hop routers must perform a transport-
level pattern matching based on a tuple of the gialckaderPaclkets whose
tuples match one of the configuredify have the appropriate service bit set.

e Bit-pattern classifier. This primitve basically mais a decision
based on thealue of a particular bit in the IP header (e.g., profile meters check
whether the service bits are set, and endécisions accordingly).

e Bit setter. The service bits need to be set or cleared ayplaces.

« Priority queuesNicholset al. proposehe useof two priority queuesonefor the
Premium service and the second for the Assured and Bestssfrvices.

* Shapi ng token bucket . This primitve shapes the tifféd in order to mag
it comply with the ngotiated profile.

e« Policing token bucket. This primitve checks whether the incoming
traffic conforms to the profile getiated.

Inter -region traffic allocation: Bandwidth Br okers. Two main functions are still
missingin theproposaby Nicholset al. asdescribedintil now: how to parceloutan
ISP’s markedtraffic allocationsandconfiguretheleaf routersaccordingly?And how
to managethe messageshat are sentacrossthe boundariesof two adjacentiSP’s
domains?

Nichols et al. suggesthatthesetwo importanttasksbe taken by intelligent agents
calledBandwidthBrokers(BB). A BB is associateavith a particulartrustregion. A

trustregion canbe thoughtof asa domainwhereinthe differentiatedservicedraffic

is fulfilled aslong asit conformsto the resourceallocationpolicies negotiated.A

trustdomainhasa policy token bucket anda shapingtoken bucket implementechat

its boundaries.

EachBB keepsa databas¢hatcontainsthe policiesto be appliedto thetrustregion.
It is the only entity authorized- asfar asdifferentiatedservicesare concerned to
configurethe leaf routerssuchthat they deliver a particularserviceto the paclets.
The BB interactsacrossthe trustregion with otherBBs in orderto provide custom-
erswith end-to-endQoS. All the requestdor resourceallocationare issuedto the
respectie BBs. Theyet-to-comeprotocolbetweerpeerBBs will play therole of an
adwanceresourceresenation protocol for differentiatedservices.A new real-time
signalingis not neededhcrosshetrustregionsfor settingup a sessiorbetweertwo
end-systems.

We give anoverview of the TDSA architecturen Fig. 5. Theimplementatiorof the
profile meters using the primiets outlined abee is also shan.
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CE e eCm o < Cm < -

Policy | Checking | Policy | Checking |Policy Eﬂh?ckmg
Meter Meter || Meter Meter | |Meter eter
Source ISP Domain 1 ISP Domain 2 Sink
Policy Meter: {General ClassifieBit setter Bit-pattern classifier Checking Meter: &eneral ClassifieBit-pattern classifier
Priority queues, Shaping tek hucket} Bit setter Priority queues, Policing tek hicket}

FIG. 5. An overview of the TDSA architecture.

Remarks and Rending IssuesThe TDSA schemeadescribesnostof the primitives
neededn adifferentiatedservicesarchitectureMoreover, it givesrelevantinsighton
interdomaininteractiondor settingup andmaintainingthe policiesthatgovernthe
fulfillment of the agreementamongthe domainadministratorsThis fulfillment is
achieved by the BBs. Hoever, a number of issues are still pending, especially:

« the way policies (configuration information) are specified and passed to the rout-
ers

< the way policies are enforced

« the thorough implementation of the primés outlined, as well as an accurate
admission control routine

< the support for dynamic resource resgion: BBs can takthe initiatve of aug-
mentingthe capacityof agivenlink sothattherequirementsf anew flow canbe
met. In this case, BBs later inform their respectiuman managers

* inter-broker communications: the conditions, under which the communication
among BBs is allwed, hae to be defined by the service managers.

3.4 The Scalable resource SRP[1,2] is a resenation protocol which achieves scalingfor a large numberof

Reservation Protocol (SRP)  flowsby aggreationon eachlink in thenetwork (Fig. 6). Usersdo notexplicitly sig-
nal connectiorparameterdnstead sendersnark pacletsnot coveredby anexisting
resenation as REQUESTSs. A routers decisionto accepta REQUEST paclet is
basedon an estimatefrom measurementsf alreadyresened traffic. A recever
sendsthe numberof successfuREQUESTsasfeedbackto the senderwhich then
markspacletsasRESER/ED at the appropriaterate (or if the resenation failed, it
may ceasesending).The feedbackconsistsof traffic specification(t r af Spec)
parameters.
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@E Router

Feedbackt(r af Spec)

¢ Aggregate flav Aggregate flav
Traffic Paclet traf Spec
shaping Sess)ion |:> admission |:> Session estimation
flow flow

- Enforce maximum - Guarantee RESBHED paclet

rate ¢ r af Spec) admission e

- Control admission of REQEST Estimatet r af Spec

- Control future rate paclets

FIG. 6. A service architecture based on SRP [2].

In orderto controlalbuseby sourceof the aggreyation natureof SRR a policing ele-
mentmay be placedat eachrouter This elementprovides ary akuserwith a high
probability of receving worseservicethanif it werewell-behaing, andthusproves
a controller and a disuader

Remarks and pending issuesAlmesbeger et al. [1,2], the authorsof SRR pro-
poseda simple and complete(i.e., end-to-end)solutionfor differentiatedservices.
Unlike thearchitecturesnentionedabove, the SRP-basedhodelassumeshat pack-
ets are marked by the applications.Therefore,existing applicationsshould be re-
implementedn orderto take advantageof SRP It might be morecorvenientto have
some of the SRP mechanismdmplementedat the leaf routersas suggestecoy
Nicholset al. within the TDSA.

Fegusonproposesa Simple Differential ServicesModel (SDSM) [12] which is
basedon delayindicationanddrop preferenceDelay requirementareindicatedin
IP pacletsvia the TOSfield specifiedn [3] (Tablel). Feigusonmakesanintelligent
interpretatiorof the existing semanticsanddoesnot changearything to theexisting
IP paradigmHe suggestshe ClassBasedQueuing(CBQ) asthe queuingdiscipline
to beusedwith his model.With the CBQ, a queueis allocatedto eachservicelevel;
paclets are forwarded to one of the queuesaccordingto the delay indication
expressedy their TOSfield. The CBQ shouldbeimplementedn eitherthefirst-hop
ingressrouteror eachintermediatenop on the transitpath. The latter alternatve is
more questionablesince the transit path may spanmary different administratve
domains.

TABLE 1. Delay indication using the IP TOS field as specified in [3]

Bit Value Existing Semantics Delay Indication
1000 minimize delay Highest delay sensitity
0100 maximize throughput

0010 maximize reliability
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TABLE 1. Delay indication using the IP TOS field as specified in [3]

Bit Value Existing Semantics Delay Indication
0001 minimize monetary cost Lowest delay sensitity
0000 normal service No delay senskiity

Fegusonproposeshe useof the P precedencéeld [16] to expressthe drop prefer-
ence(Table2). Again, he makes an intelligent interpretationof the IP paradigm.
Obviously, network controlinformationhasprecedencen ary otherdata.Feiguson
arguesthat the most effective methodof mitigating congestionis to useRED. To
implementthe preferentialpaclet servicing,Felgusonsuggestghat an “enhanced”
RED be designed, along the lines of WRED or RIO.

TABLE 2. Drop preference expessed using the IP prcedence field

Bit Value Existing Semantics Drop PreferenceSemantics
111 Network Control Lowest

110 Internetwork Control

101 CRITIC/ECP

100 Flash Oerride

011 Flash

010 Immediate

001 Priority .

000 Routine Highest

Remarks and pending issueg-ergusonproposesnintelligentuseof the IP Type-
of-Servicefield ratherthanathoroughdifferentiatedservicesarchitectureHence all
theissuegelatedto the designof the mechanismshatwill supporttheseservicesare
not addressedLikewise, there is no way to considerservicesother than those
already present in theisting IP precedence semantics.

Most of the architecturepresentedbore addressethe mechanismso be deployed
at the boundarief the ISP domain. What aboutthe internal organizationof this
domain?i andRekhter[18] proposeanarchitecturahatanswerghis questionThe
architectures constructedaroundthe conceptof trunk. A trunk carriestraffic of a
singletraffic classthatis aggregatedinto a single Label SwitchedPath (LSP). An

LSPis a pathmadeup of Label Switching Routers(LSR) whoseparticularityis to

forward paclets on the basisof a label, not accordingto the destinationaddresof

thepaclet. Whenenteringthe ISP domain,the pacletis givenalabelon the basisof

its headerAs long asit is still in the samedomain,the paclet is routed,alongthe
LSP, with respecto this label. Flows from differentsourcecanthereforebe aggre-
gatedundera singlelabel. The main requiremenuponthis aggr@ation is that, the
aggreateflow mustbe composedf flows thatsharea forwardingstateanda single
resourceesenationwithin thedomain.Li andRekhtersuggesthe useof the Multi-

Protocol Label Switching (MPLS) [22] as the mechanisnfor implementingflow

aggreyation.

The issueof traffic engineeringand servicedifferentiationis hencereducedto the
handlingof trunks(Fig. 7). A trunkis associateavith a Classof Service(CoS),and

18
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characterizedy the direction of the traffic. ThreebasicCoS are consideredBest-
effort, Priority, and Network control service.Theremight be further multiple levels
in the sameCoS,dependingon the actualneeds Sincethe numberof CoSis small,
the schemescaleswell with increasingusertraffic. PASTE thus avoids the state
explosionthat might occurwith solutionssuchasRSVR In Fig. 7, we illustratethe
provision of trunks by the LSRs in the ISP domain.

Aggregate BE Tunk

N
e

BE ‘
NC ne  ISP4
ISP1 :_»:)C. —’:X: Y P S e

| —/ NC
P2 P\ | _X_ | T ses

BE: Best Efort End user link
P : Priority —> Inter ISP or LSR trunk
NC: Network Control - -3 ISP trunk

FIG. 7. An overview of the FASTE architecture.

Li andRekhterelaborateon someof the rulesthat will governthe handlingof the
trunks.They suggesestablishingandreleasingrunksby meansof RSVR This pro-
tocol howeveris notemployedby Li andRekhterin the samemannerasthe IntServ
group. There are three mainfdifences between the dwses:

* PASTE uses RSVP to set up a collection ofvipnot indvidual flovs

« RSVPis emplosedin PASTE notonly to make resourcaesenations,but alsoto
install and kep state related to tfiafforwarding, including label switching
information

« destination-based routing, which might undermine correct operation of RSVP
(cf. section 2.4), is no longer usedSTE uses the Explicit route option of
RSVP (this route being the trunk).

Trunksareestablishe@fteragreementhave beenmadeamongthe customeandthe
ISPs.The ISP might memge trunks that sharesomecommoninternal path. Li and
Rekhter left the trunk mging policies for further study
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Remarks and Rending IssuesLi and Rekhterprovide a thorougharchitecturefor
ISP domains,and clarify mary issuesof interestto the ISPs.They alsoprovide a
new useful application for multiprotocol label swicthing.

The mainscontritutionsthatwe retainfrom the PASTE architecturearethe concept
of trunk, the use of MPLS, andthe adaptationof RSVP for aggreate flows. The
othermechanismshatneedto bedeployedin interior routerscanbeborrovedfrom
other diferentiated services architectures.

After thereview of themainarchitecturegor differentiatedserviceswe presennext
a unifying frameawork (i.e., setof principles, definitionsand methodsto be used
when designing an architecture) proposed by Clark.

3.7 A Unifying Framework? Clark [8] proposes a framerk in the goal of:

< identifying, and agreeing on, some mechanisms that will be implemented in the
Internet; to be “standardized”, these mechanisms must be general and imple-
mentable

 illustrating the vay that the mechanisms can be used toigeca wide range of
services

< defining hev bits should be used to select the mechanisms.

Below, we definethe maintermsintroducedabore, anddescribeClark’s framework.
Lastly, we establishthe relation betweenthis framewvork andthe architecturegre-
sented abee.

Definition 1. A mechanismis a componentof a specific network element(e.g.,
router profile meter).

Definition 2. A serviceis a specificuseof the mechanismslt might correspondo
the user perception of theovk achieed by a set of mechanisms.

Definition 3. Rulesdefinelimitations on the usageof the mechanismso build ser-
vices. Thg are enforced by profile meters.

Mechanisms are implemented at three important places:

< the end node that generates or consumetctraf

« the boundaries between nefks: mechanisms here musirify the usage pat-
terns, tag paaits, shape fles, log usage, etc.

< the router: mechanisms here essentially anticipateepteand handle conges-
tion.

Clark outlinesa numberof dravbackswith usingthe headerbits to selectmecha-
nisms.Oneis heterogeneityn the way serviceanight be specifiedin differentparts
of thenetwork. Imaginethatthebits usedfor selectingnechanismsrenotthesame
acrossdomains!Thereis no standardshat specifytheway in which servicesshould
bebuilt outof themechanismsTo solwe this problem,Clark proposedhateitherthe
metersn theinterior of the network shouldbe ableto know whatthe overall desired
serviceis, or aresenation setupor managemenbols shouldbe calleduponto pro-
vide this information.

Theuseof heademits senestwo goals:mechanisnselectionrandperpaclet control
over what the mechanisndoes.Two mechanismsre identified by Clark: priority
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queuingand RIO-baseddropping. Perpaclet treatmentis intendedto checkthe
paclet priority andforwardsthe latter to the appropriatequeue;it is alsoconcerned
with implementingthe drop preferencescheme Clark suggestdhe useof a TOS
value to selectmechanismsand one or more precedencdields to selectthe per
paclet treatment.

Relation to the architectures reviewed. Most of the works describedabove fit into

the global framework laid out by Clark in [8]. This framewnork considerghe three
placesvheremechanismshouldbeimplementedtheendnode the network bound-
aries(which are callededgesn Ciscoparlance)andthe router(which is locatedin

the backboneastermedin Cisco parlance).The Cisco packagamplementsa com-
prehensie setof mechanismsn both the edgesand the backbone Thesemecha-
nisms have the samefunctionality as thosein the SAPS and the TDSA. In this
respectthethreearchitecturegarevery closeto oneanotherHowever, they differ in

the numberof servicesoffered. The CAR featureof the Cisco packageenablesa
much highernumberof servicesthanthe others.Moreover, the Ciscosolutionhas
alreadyintegratedpolicy specificationrandmanagementyhich is not the casewith

other solutions.

The PASTE architecturecomplementlark’s framevork by addressinghe coordi-

nationof themechanismsleplo/edby theleaf andintermediatgouters.Theconcept
of trunk introducedby the PASTE architecturenay be usedby the bandwidthbro-

kers (of the TDSA model) to enforce the policies set up by the ISP

We summarizen Table3 someof themainfeaturesof thearchitectureseviewedin

the precedingsectionsA coarsdook at this tablerevealsthatno row is empty i.e.,
ary of theissuess addressedy onearchitectureor another We usetheitalic font
(Table3) to denote that the solution pided needs some morevk.

Globally, the solutionsare closein their approachto designingthe backbonercon-
gestionis managedisingvariantsof RED, andpriority queuingis emplg/edto dif-

ferentiateservicelevels (althoughthe Assuredserviceand the Best-efort service
sharethe samequeuein the TDSA). The main differenceamongthe solutions
reviewed lies in the interdomainresourceallocationwhich is conceptually solved
by the TDSA andPASTE with the use,respectiely of bandwidthbrokersandtrunk
management policies.

Many differencesappeahoweveramongthearchitecturesn thedesignof theedges.
Specifically the Cisco solution &drs more

e service catgories,
» policy specification and management features, and
« data collection andxport features

than the other architectures.
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TABLE 3. Comparison of the differentiated services architectures.

Cisco QoS
SAPS Services TDSA SRP2 SDSM PASTE
Best-efort 6 classes
and including mary PremiumAssured CurrentlP | Besteffort,
Services considered Assured variants of the and Best-dbrt Best-efort and precedence| Priority,
Premium and controlled-load semantics Network
Assured services Control
1 bit for service
1 bit from IP precedence differentiation 3bitsfrom CurrentlP
Service diferentiation the IP field 2 bits from the IP | (RESER/ED flag) the IP precedence
precedence precedence field and 1 bit for precedence| semantics
field resenation request field

Policy defi- ACL, CAR To be developed

nition, Mth the band- Done by the end-

enforce- width brokers. application on the

ment and basis of trdic esti-

manage- mation (dened

ment from the feedback

Paclet Token Token hucket Tokenbucket(with | provided by the Token

marking, bucket different treat- recever) bucket

Edge Func- | shaping and mentsfor Premium with
tionality policing and Assured serv- MPLS
ice)

Bandwidth “Expected | CAR “Expected capac- Trunk

allocation capacity” ity” andBandwidth establish-

and control broker ment

Data collec- NetFlov Real-time Control

tion and Protocol (RCP)

export [23]

Queuing A single WFQ Priority queuing: Priority queuing CBQ Priority
queue for one queue for the gueuing
both serv- Premium service,
ices con- andanotheonefor
sidered the rest

Congestion | RIO RED, WRED RIO

Manage-

ment

Queuing Same as for the edge.

Backbone -
Functional- Inter- ' Bandwidth Broker. Trunk.
ity domalr_l establish-
bandwith ment:
allocation RSVP with
MPLS
Policy spec- | Token Token hucket, Token hucket, Token hucket, traf- Token
ificationand | bucket. Policy-based Bandwidth Bro- fic estimatormeas- bucket,
enforcement routing [6] kers urement-based trunk man-
admission control agement
Edge/Edge signaling RSVP RSVP + flav Bandwidth Broker RTCP/SRP
aggreation with RSVP RSVP +
Edge/Backbone signaling IP P SRP MPLS

a. The Edge in the case of SRP is the end-system, while it is rather the first-hop routerdde)rietihie case of the other architectures.
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4. Conclusion

We canalsonotice (from Table3) that the work contritutedby the IntServgroup-
especiallyRSVP- canbe re-usedfor differentiatedservices Therefore the admis-
sion control mechanismg17] being proposedfor the network servicesoffered by
RSVP (i.e., controlled-loadand guaranteedservice)can be re-usedas well. It is
worth noting that RSVP as appearingin Table3 is not employed as originally
intended. RSVP is used here for aggte flavs, and not for indidual ones.

4. Conclusion

In this article, we presentedhe main motivation behindpaclet-basedervicediffer-
entiation: perflow differentiation,symbolizedby the work underway within the
IETF IntServgroup,doesnot scalewell asthe numberof simultaneousisersgrows.
Then,we describedsomeof the main differentiatedservicesarchitecturesnamely
the SAPS(by Clark and Wroclawski), the CiscolOS Software QoS Servicesthe
TDSA (by Nichols et al.), SRP(by Almesbeger et al.), the SDSM (by Feiguson)
and RASTE (by Li and Rekhter).

We summarizedomeof themainfeatureof thesearchitecturedn tableform which
revealsthreeinterestingfacts.First, thereis someoverlapamongthe architectures,
i.e., they often proposesimilar mechanismsSecondsolutionsto unsohedissuesn
onearchitecturemightbefoundin otherproposalsLastly, someresultsfrom theInt-
Servgroup- specificallyRSVP and admissioncontrol routines- might well fit the
needsof differentiatedservices.Thesethree obsenations may openthe roadto a
unified differentiatedservicesarchitecture We think that this will be possibleonly
afterall thesolutionsat play have beenimplementedOnly thenmaywe male a suf-
ficiently thoroughcomparisonA unified architectureat this point, may prove cum-
bersome and inconsistent.

Therearehowever someimportantissueghatarestill pending suchasinterdomain
bandwidthallocation,admissiorcontrol, policy specificationgnforcemenandman-
agementmulticasting,andchaging for thetraffic. Policy specificationenforcement
and managemeninclude the handling of misbehaing traffic (aggressie flows),
which mayusethenetwork resourcesitthe expenseof well-behaing traffic. A care-
ful look shouldbetaken at definingpoliciesabouttraffic violations,in orderto pro-
tectwell-behaing traffic. Chagingis anotheimportantissuethatwill drive theuser
toward selectingthe level of quality for which she can actually pay. Despiteits
importancechaging, in the contet of differentiatedserviceshasbeenignoreduntil
now. The new serviceswill needto be chageddifferently from the best-efort ser-
vice, which is typically chagedtodaywith aflat rate,basedon factorssuchastime
of day and volume. The questionremainsas to whether differentiatedservices
shouldonly be chaged by using the currentparameterglus the serviceclass,or
whetheradditionalparametersuchasdistanceanddestinatior{11], shouldbe fac-
tored in.
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