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Abstract. The Scalable Reservation Protocol (SRP) provides a light-weight reser-
vation mechanism for adaptive multimedia applications. Our main focus is on good
scalability to very large numbers of individual flows. End systems (i.e. senders and
destinations) actively participate in maintaining reservations, but routers can still
control their conformance. Routers aggregate flows and monitor the aggregate to
estimate the local resources needed to support present and new reservations. There
is neither explicit signaling of flow parameters, nor do routers maintain per-flow
state.

1 Introduction

Many adaptive multimedia applications [1] require a well-defined fraction of
their traffic to reach the destination and to do so in a timely way. We call this
fraction the minimum rate these applications need in order to operate prop-
erly. SRP aims to allow such applications to make a dependable reservation
of their minimum rate.

The sender can expect that, as long as it adheres to the agreed-upon
profile, no reserved packets will be lost due to congestion. Furthermore, for-
warding of reserved packets will have priority over best-effort traffic.

Traditional resource reservation architectures that have been proposed for
integrated service networks (RSVP [2], ST-2 [3], Tenet [4], ATM [5,6], etc.)
all have in common that intermediate systems (routers or switches) need to
store per-flow state information. The more recently designed Differentiated
Services architecture [7] offers improved scalability by aggregating flows and
by maintaining state information only for such aggregates. SRP extends upon
simple aggregation by providing a means for reserving network resources in
routers along the paths flows take.

Recently, hybrid approaches combining RSVP and Differentiated Services
have been proposed (e.g. [8]) to overcome the scalability problems of RSVP.
Unlike SRP, which runs end-to-end, they require a mapping of the INTSERV
services onto the underlying Differentiated Services network, and a means to
tunnel RSVP signaling information through network regions where QoS is
provided using Differentiated Services.
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Reservation mechanism In short, our reservation model works as follows.
A source that wishes to make a reservation starts by sending data packets
marked as request packets to the destination. Packets marked as request are
subject to packet admission control by routers, based on the following prin-
ciple. Routers monitor the aggregate flows of reserved packets and maintain
a running estimate of what level of resources is required to serve them with
a good quality of service. The resources are bandwidth and buffer on outgo-
ing links, plus any internal resources as required by the router architecture.
Quality of service is loss ratio and delay, and is defined statically. When re-
ceiving a request packet, a router determines whether hypothetically adding
this packet to the flow of reserved packets would yield an acceptable value of
the estimator. If so, the request packet is accepted and forwarded towards the
destination, while still keeping the status of a request packet; the router must
also update the estimator as if the packet had been received as reserved. In
the opposite case, the request packet is degraded and forwarded towards the
destination, and the estimator is not updated. Degrading a request packet
means assigning it a lower traffic class, such as best-effort. A packet sent as
request will reach the destination as request only if all routers along the path
have accepted the packet as request. Note that the choice of an estimation
method is local to a router and actual estimators may differ in their principle
of operation.

The destination periodically sends feedback to the source indicating the
rate at which request and reserved packets have been received. This feed-
back does not receive any special treatment in the network (except possibly
for policing, see below. Upon reception of the feedback, the source can send
packets marked as reserved according to a profile derived from the rate in-
dicated in the feedback. If necessary, the source may continue to send more
request packets in an attempt to increase the rate that will be indicated in
subsequent feedback messages.

Thus, in essence, a router accepting to forward a request packet as request
allows the source to send more reserved packets in the future; it is thus a
form of implicit reservation.

Aggregation Routers aggregate flows on output ports, and possibly on any
contention point as required by their internal architecture. They use estima-
tor algorithms for each aggregated flow to determine their current reservation
levels and to predict the impact of accepting request packets. The exact def-
inition of what constitutes an aggregated flow is local to a router.

Likewise, senders and sources treat all flows between each pair of them
as a single aggregate and use estimator algorithms for characterizing them.
The estimator algorithms in routers and hosts do not need to be the same. In
fact, we expect hosts to implement a fairly simple algorithm, while estimator
algorithms in routers may evolve independently over time.
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Fairness and security Denial-of-service conditions may arise if flows can re-
serve disproportional amounts of resources or if flows can exceed their reser-
vations. We presently consider fairness in accepting reservations a local policy
issue (much like billing) which may be addressed at a future time.

Sources violating the agreed upon reservations are a real threat and need
to be policed. A scalable policing mechanism to allow routers to identify
non-conformant flows based on certain heuristics is the subject of ongoing re-
search. Such a mechanism can be combined with more traditional approaches,
e.g. policing of individual flows at locations where scalability is less impor-
tant, e.g. at network edges.

The rest of this paper is organized as follows. Section 2 provides a more
detailed protocol overview. Section 3 describes a simple algorithm for the
implementation of the traffic estimator. Finally, protocol operation is illus-
trated with some simulation results in section 4 and the paper concludes with
section 5.

2 Architecture overview

The proposed architecture uses two protocols to manage reservations: a reser-
vation protocol to establish and maintain them, and a feedback protocol to
inform the sender about the reservation status.

Sender Data & r&ervatl ons Rece ver

Q@ “0—0O
Feedback\ /

Router

Fig. 1. Overview of the components in SRP.

Figure 1 illustrates the operation of the two protocols:

e Data packets with reservation information are sent from the sender to the
receiver. The reservation information consists in a packet type which can
take three values, one of them being ordinary best-effort (section 2.2). It
is processed by routers, and may be modified by routers. Routers may
also discard packets (section 2.1).

e The receiver sends feedback information back to the sender. Routers only
forward this information; they don’t need to process it (section 2.3).

Routers monitor the reserved traffic which is effectively present and adjust
their global state information accordingly. Sections 2.1 to 2.3 illustrate the
reservation and feedback protocol.
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2.1 Reservation protocol

The reservation protocol is used in the direction from the sender to the re-
ceiver. It is implemented by the sender, the receiver, and the routers between
them. As mentioned earlier, the reservation information is a packet type
which may take three values:

Request This packet is part of a flow which is trying to gain reserved status.
Routers may accept, degrade or reject such packets. When routers accept
some request packets, then they commit to accept in the future a flow of
reserved packets at the same rate. The exact definition of the rate is part
of the estimator module.

Reserved This label identifies packets which are inside the source’s profile
and are allowed to make use of the reservation previously established by
request packets. Given a correct estimation, routers should never discard
reserved packets because of resource shortage.

Best effort No reservation is attempted by this packet.

Packet types are initially assigned by the sender, as shown in figure 2.
A traffic source (i.e. the application) specifies for each packet if that packet
needs a reservation. If no reservation is necessary, the packet is simply sent as
best-effort. If a reservation is needed, the protocol entity checks if an already
established reservation at the source covers the current packet. If so, the
packet is sent as reserved, otherwise an additional reservation is requested by
sending the packet as request.

Application Protocol stack
: ves Reserved
re;re\?gt? on | © ;es;glrl\;aqtégr;
No Request
Rg\}agiid ——F—» Besteffort

Fig. 2. Initial packet type assignment by sender.

Each router performs two processing steps (see also figure 3). First, for
each request and reserved packet the estimator updates its current estimate of
the resources used by the aggregate flows and decides whether to accept the
packet (packet admission control). Then, packets are processed by various
schedulers and queue managers inside the router.

¢ When a reserved packet is received, the estimator updates the resource es-
timation. The packet is automatically forwarded unchanged to the sched-
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uler where it will have priority over best-effort traffic and normally is not
discarded.

e When a request packet is received, then the estimator checks whether
accepting the packet will not exceed the available resources. If the packet
can be accepted, its request label is not modified. If the packet cannot be
accepted, then it is degraded to best-effort

e If a scheduler or queue manager cannot accept a reserved or request
packet, then the packet is either discarded or downgraded to best-effort.

SRP estimator Packet scheduler

)
Update the Canthe pagket
Reserved — | imeted bandwicth| <o V&4 = | be schedulein the |, * Reserved
e reserved service > Request

Yes est class?
Isan update of the | — reaV
Request — | estimated bandwidth No;
acceptable ? —

B
No “Steffort—m | can the packet

Yes
be schedule in the | — Best effort
Best effort » | best effort class ?

X s

Fig. 3. Packet processing by routers.

Note that the reservation protocol may “tunnel” through routers that
don’t implement reservations. This allows the use of unmodified equipment
in parts of the network which are dimensioned such that congestion is not a
problem.

2.2 Packet type encoding

RFC2474 [9] defines the use of an octet in the IPv4 and IPv6 header for
Differentiated Services (DS). This field contains the DS Code Point (DSCP),
which determines how the respective packet is to be treated by routers (Per-
Hop Behaviour, PHB). Routers are allowed to change the content of a packet’s
DS field (e.g. to select a different PHB).

As illustrated in figure 4, SRP packet types can be expressed by introduc-
ing two new PHBs (for request and for reserved), and by using the pre-defined
DSCP value 0 for best-effort. DSCP values for request and reserved can be
allocated locally in each DS domain.

2.3 Feedback protocol

The feedback protocol is used to convey information on the success of reser-
vations and on the network status from the receiver to the sender. Unlike the
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PHB DSCP
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Fig. 4. Packet type encoding using Differentiated Services (IPv4 example).

reservation protocol, the feedback protocol does not need to be interpreted by
routers, because they can determine the reservation status from the sender’s
choice of packet types.

Feedback information is collected by the receiver and it is periodically
sent to the sender. The feedback consists of the number of bytes in request
and reserved packets that have reached the receiver, and the local time at
the receiver at which the feedback message was generated.

Receivers collect feedback information independently for each sender and
senders maintain the reservation state independently for each receiver. Note
that, if more than one flow to the same destination exists, attribution of
reservations is a local decision at the source.

ol 11 21 31 41516 |7/

Version ‘ Reserved
10 t
Reserved Num REQ (t0)
Reserved Num REQ (t)
Reserved Num RSV (t0)
Reserved Num RSV (t)

Fig. 5. Feedback message format.

Figure 5 illustrates the content of a feedback message: the time when the
message was generated (t), and the number of bytes in request and reserved
packets received at the destination (REQ and RSV). All counters wrap back
to zero when they overflow.

In order to improve tolerance to packet loss, also the information sent

in the previous feedback message (at time t0) is repeated. Portions of the
message are reserved to allow for future extensions.
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2.4 Shaping at the sender

The sender decides whether packets are sent as reserved or request based
on its own estimate of the reservation it has requested and on the level of
reservation along the path that has been confirmed via the feedback protocol.
A source always uses the minimum of these two parameters to determine the
appropriate output traffic profile.

Furthermore, the sender needs to filter out small differences between
the actual reservation and the feedback in order to avoid reservations from
drifting, and it must also ensure that request packets do not interfere with
congestion-controlled traffic (e.g. TCP) in an unfair way [10].

2.5 Example

Figure 6 provides the overall picture of the reservation and feedback proto-
cols for two end-systems connected through routers R1 and R2. The initial
resource acquisition phase is followed by the generation of request packets af-
ter the first feedback message arrives. Dotted arrows correspond to degraded
request packets, which passed the admission control test at router R1 but
could not be accepted at router R2 because of resource shortage. Degrada-
tion of requests is taken into account by the feedback protocol. After receiving
the feedback information the source sends reserved packets at an appropriate
rate, which is smaller than the one at which request packets were generated.

= o
REQUEST —_—

dat ket
(e.g gta:ZM gps) §§

Feedback
traf Spec=1M bpsﬁ\

RESERVED | "7 =--x| TR
datapackets [ ----_ T

——>= REQUEST packet ---= RESERVED packet
> Degraded REQUEST packet
—» Feedback packet (BEST-EFFORT)

Fig. 6. Reservation and feedback protocol diagram.

2.6 Multicast

In order to support multicast traffic, we have proposed a design that slightly
extends the reservation mechanism described in this sections. Refinement of
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this design is still the subject of ongoing work. A detailed description of the
proposed mechanism can be found in [11].

3 Estimation modules

g Feedback g
Aggregate flow Adggregate flow
Traffic Packet Feedback
shaping | session flow admission Session flow [_Scheduling
. - Guarantee RESERVED .

- Enforce maximum rate packet admission - Estimate reserved rate

R - Control admission of R i

Control future rate REQUEST packets Schedule sending of feedback

Fig. 7. Use of estimators at senders, routers, and receivers

We call estimator the algorithm which attempts to calculate the amount
of resources that need to be reserved. The estimation measures the number
of requests sent by sources and the number of reserved packets which actually
make use of the reservation.

Estimators are used for several functions.

e Senders use the estimator for an optimistic prediction of the reservation
the network will perform for the traffic they emit. This, in conjunction
with feedback received from the receiver, is used to decide whether to
send request or reserved packets.

¢ Routers use the estimator for packet-wise admission control and perhaps
also to detect anomalies.

e In receivers, the estimator is fed with the received traffic and it generates
an estimate of the reservation at the last router. This is used to schedule
the sending of feedback messages to the source.

Figure 7 shows how the estimator algorithm is used in all network ele-
ments.

As described in section 2.1, a sender keeps on sending requests until suc-
cessful reservation setup is indicated with a feedback packet, i.e. even until
after the desired amount of resources has been reserved in the network. It’s
the feedback that is returned to the sender, which indicates the right al-
location obtained on the path. When the source is feedback-compliant, the
routers on the path start releasing a part of the over-estimated reservation
already allocated. The feedback that is returned to the sender may also show
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an increased number of requests. The sender must not interpret those re-
quests as a direct increase of the reservation. Instead, the sender estimator
must correct the feedback information accordingly, which is achieved through
the computation of the minimum of the feedback and of the resource amount
requested by the source.

Our architecture is independent of the specific algorithm used to imple-
ment the estimator. Sections 3.1 and 3.2 describe two different solutions. The
definition and evaluation of algorithms for reservation calculation in hosts and
routers is still ongoing work. A detailed analysis of the estimation algorithms
and additional improvements can be found in [12].

3.1 Basic estimation algorithm

The basic algorithm we present here is suitable for sources and destinations,
and could be used as a rough estimator by routers. This estimator counts
the number of requests it receives (and accepts) during a certain observation
interval and uses this as an estimate for the bandwidth that will be used in
future intervals of the same duration.

In addition to requests for new reservations, the use of existing reserva-
tions needs to be measured too. This way, reservations of sources that stop
sending or that decrease their sending rate can automatically be removed.
For this purpose the use of reservations can be simply measured by counting
the number of reserved packets that are received in a certain interval.

To compensate for deviations caused by delay variations, spurious packet
loss (e.g. in a best-effort part of the network), etc., reservations can be “held”
for more than one observation interval. This can be accomplished by remem-
bering the observed traffic over several intervals and using the maximum of
these values (step 3 of the following algorithm). Given a hold time of h obser-
vation intervals, the maximum amount of resources which can be allocated
Maz, res and req (the total number of reserved and request bytes received in
a given observation interval), the reservation R (in bytes) is computed by a
router as follows. Given a packet of n bytes:

if (packet_type == REQ)
if (R + req + n < Max) {
accept;
req = req + n; // step 1
}

else degrade;

if (packet_type == RES)
if (res + n < R) {
accept;
res = res + n; // step 2
}

else degrade;
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where initially R,res,req = 0. At the end of each observation cycle the
following steps are computed:

for (i = h; i > 1; i--) R[i] = R[i-1];
R[1] = res + req;

R = max(R[h],R[h-1],...,R[1]); // step 3
res = req = 0;

The same algorithm can be run by the destination with the only difference
that no admission checks are needed.

Examples of the operation of the basic algorithm are shown in section 4.1.

This easy algorithm presents several problems. First of all, the choice of
the right value of the observation interval is critical and difficult. Small values
make the estimation dependent on bursts of reserved or request packets and
cause an overestimation of the resources needed. On the other hand, large
intervals make the estimator react slowly to changes in the traffic profile.
Then, the strictness of traffic acceptance control is fixed, while adaptivity
would be highly desirable in order to make the allocation of new resources
stricter as the amount of resources reserved gets closer to the maximum.
These problems can be solved by devising an adaptive enhanced algorithm
like the one described in the following section.

3.2 Enhanced estimation algorithm

Instead of using the same estimator in every network component, we can en-
hance the previous approach so that senders and receivers still run the simple
algorithm described above, while routers implement an improved estimator.

Frequently updated Infrequently updated

\ Exp. weighted average }/—y%\ Correction ‘F __ Feedback

A
Estimate before smoothing — Uncorrected:esti mate — Servicerate
|
‘ Effective bandwidth ‘ | ‘ Virtua queue }7
) 1
|
I >

RESERVED and accepted REQUEST packets

Fig. 8. Schematic design of an adaptive estimator.

We describe an example algorithm in detail in [11]. It consists of the
principal components illustrated in figure 8: the effective bandwidth used by
reserved and accepted request packets is measured and then smoothed by cal-
culating an exponentially weighted average (). This calculation is performed
for every single packet.
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The estimate +y is multiplied with a correction factor 8 in order to correct
for systematic errors in the estimation. Packets are added to a virtual queue
(i.e. a counter), which is emptied at the estimated rate. If the estimate is too
high, the virtual queue shrinks. If the estimate is too low, the virtual queue
grows. Based on the size of the virtual queue, 8 can be adjusted.

4 Simulation

Section 4.1 provides a theoretic description of the behavior of the reservation
mechanism in a very simple example, while section 4.2 shows the simulated
behavior of the proposed architecture.

4.1 Reservation example

The network we use to illustrate the operation of the reservation mechanism,
is shown in figure 9: the sender sends over a delay-less link to the router, which
performs the reservation and forwards the traffic over a link with a delay of
two time units to the receiver. The receiver periodically returns feedback to
the sender.

The sender and the receiver both use the basic estimator algorithm de-
scribed in section 3.1. The router may — and typically will — use a different
algorithm (e.g. the one described in section 3.2).

Sender Router Receiver

Delay=0u ] Delay=2u O
L]

Local estimate and reservation in feedback

Fig. 9. Example network configuration.

The bandwidth estimate at the source and the reservation that has been
acknowledged in a feedback message from the receiver are measured. In figure
10, they are shown with a thin continuous line and a thick dashed line,
respectively. The packets emitted by the source are indicated by arrows on
the reservation line. A full arrow head corresponds to request packets, an
empty arrow head corresponds to reserved packets. For simplicity, the sender
and the receiver use exactly the same observation interval in this example,
and the feedback rate is constant.

The source sends one packet per time unit. First, the source can only
send requests and the router reserves some resources for each of them. At
point (1), the estimator discovers that it has established a reservation for six
packets in four time units, but that the source has only sent four packets
in this interval. Therefore, it corrects its estimate and proceeds. The first
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Bandwidth reservation estimate at the sender
: RTT/2 RTT/2
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Fig. 10. Basic estimator example.

feedback message reaches the sender at point (2). It indicates a reservation
level of five packets in four time units (i.e. the estimate at the receiver at
the time when the feedback was sent), so the sender can now send reserved
packets instead of requests. At point (3), the next observation interval ends
and the estimate is corrected once more. Finally, the second feedback arrives
at point (4), indicating the final rate of four packets in four time units. The
reservation does not change after that.

4.2 Simulation results

The network configuration used for the simulation is shown in figure 11.! The
grey paths mark flows we examine below.

Fig. 11. Configuration of the simulated network.

There are eight routers (labeled R1...R8) and 24 hosts (labeled 1...24).
Each of the hosts 1. ..12 tries occasionally to send to any of the hosts 13. . .24.
Connection parameters are chosen such that the average number of concur-
rently active sources sending via the R1-R2 link is approximately fifty. Flows

! The programs and configuration files used for the simulation are available on
http://lrcwuw.epfl.ch/srp/
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have an on-off behaviour, where the on and off times are randomly chosen
from the intervals [5,15] and [0, 30] seconds, respectively. The bandwidth of
a flow remains constant while the flow is active and is chosen randomly from
the interval [1,200] packets per second.

All links in the network have a bandwidth of 4000 packets per second and
a delay of 15 ms.2 We allow up to 90% of the link capacity to be allocated
to reserved traffic. The link between R1 and R2 is a bottleneck, which can
only handle about 72% of the offered traffic. The delay objective D of each
queue is 10 ms. The queue size per link is limited to 75 packets.

10000

REQUEST+RESERVED packets at R1 —
Total offered traffic -~ |

100000

8000

6000

Packets/s

4000 -

Estimated reservation at R1

10000 ¢

1000 F

100 ¢

Real queue size at R1 —

Queue size for delay goal (10ms)

10 ¢

Frequency (samples)

2000 2

! 1 . .
0 L L L L 0 10 20
0 10 20 30 40 50

Time (s)

30
Queue length (packets)

Fig. 13. Queue length at R1 on the link

Fig.12. Estimation and actual traffic towards R2.

at R1 towards R2.

Figure 12 shows the R1-R2 link as seen from R1. We show the total
offered rate, the estimated reservation (v3) and the smoothed actual rates
of request and reserved packets. Figure 13 shows the behaviour of the real
queue. The system succeeds in limiting queuing delays to approximately the
delay goal of 10 ms, which corresponds to a queue size of 40 packets. The
queue limit of 75 packets is never reached.

180
160 |
140 |
120 |
100 | N
80 V' i
60 |
w0+ i
20 |

RESERVED packets arriving at host 15 —— 200 -
Estimation at host 15 ------ 4

Reservation desired by host 4

RESERVED packets arriving at host 19 —
Estimation at host 19
Reservation desired by host 4

150 -

100 -

Packets/s
Packets/s

50 -

6 8 10 12 14 16 18 24 26 28 30 32 34 36
Time (s) Time (s)

Fig.14. End-to-end reservation from Fig.15. End-to-end reservation from
host 4 to host 15. host 4 to host 19.

Finally, we examine some end-to-end flows. Figure 14 shows a successful
reservation of 84 packets per second from host 4 to 15. The requested rate, the
estimation at the destination, and the (smoothed) rate of reserved packets

% Small random variations were added to link bandwidth and delay to avoid the
entire network from being perfectly synchronized.
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are shown. Similarly, figure 15 shows the same data for a less successful
reservation host 4 attempts later to 19, at a time when the offered traffic is
almost twice a high as the bandwidth available at the bottleneck.?

During the entire simulated interval of 50 seconds, 3’368 request packets
and 164’723 reserved packets were sent from R1 to R2. This is 83% of the
bandwidth of that link.

5 Conclusion

We have proposed a new scalable resource reservation architecture for the In-
ternet. Our architecture achieves scalability for a large number of concurrent
flows by aggregating flows at each link. This aggregation is made possible by
delegating certain traffic control decisions to end systems — an idea borrowed
from TCP. Reservations are controlled with estimation algorithms, which
predict future resource usage based on previously observed traffic. Further-
more, protocol processing is simplified by attaching the reservation control
information directly to data packets.

We did not present a conclusive specification but rather described the
general concepts, gave examples for implementations of core elements, includ-
ing the design of estimator algorithms for sources, destinations and routers,
and showed some illustrative simulation results. Further work will focus on
completing the specification, on evaluating and improving the algorithms de-
scribed in this paper, and finally on the implementation of a prototype.
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